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Abstract This literature review consists of two parts. The Narrative part describes the
development of Conversational Agents (CAs) and the techniques they use. The development of
textual and embodied CAs, dialog generation algorithms, techniques to make the CAs intelligent
and different forms of input and output are described. The Systematic part compares 18 recent,
specific conversational agent implementations in the health domain used for behaviour change;
CA-based Behaviour Change Support Systems (BCSSs). The implementations are classified
based on certain features to compare them. Additionally a comparison is made between 11
recent approaches without concrete implementations on technical details and type of addressed
issue. The Narrative part provides the historical and technical foundation for the classification
and analysis in the Systematic part. The review concludes with a discussion of our findings and
recommendations for future development of CA-based BCSSs.

Keywords Conversational Agent (CA), virtual agent, Behaviour Change Support System
(BCSS), health, intervention, dialog system, e-coach, features.

1 Introduction

Health care provided by humans has various disadvantages: it is expensive and inefficient
because only certain patients can be treated at a time, and a health care provider is mostly bound
to their own knowledge and experience. Furthermore, it is not anonymous. With the advent of
computers and other personal digital devices, such as smartphones and tablets, opportunities
have arisen to address these issues by means of digital health care systems. Nowadays, different
medical systems exist to treat a variety of disorders and injuries. In this review a specific type of
system is reviewed: Conversational Agent-based Behaviour Change Support Systems (BCSSs),
medical support systems to help users change their behaviour by interacting with a digital agent.
For the scope of this report, the following definitions are used:

e Conversational Agent. Digital entity being able to have an interactive conversation with
a human using natural language.

e Behaviour Change Support System. A computer-based system able to change a persons
physical or mental state with a predetermined goal.

CA-based BCSSs have different features and implementations and aim to treat many disorders.
This review gives an overview of the different possibilities and techniques used in early- and
recent approaches. To this end the review is divided into two main parts: The Narrative



part describes the developments of CAs and the corresponding techniques. The Systematic
part compares 18 recent CA-based BCSS implementations in detail with regard to features and
technical details. Furthermore, 11 novel models without concrete implementations are listed and
compared. The Narrative part thus provides the historical an technical basis for the Systematic
part. A conclusion and discussion concludes the report, therein both parts are compared and
remarkable observations are stated.

This report answers the following research question: "What are the different techniques
that are used for conversational agents for behaviour change therapy?". To this end, two sub-
questions were defined. The narrative part will answer "Which mechanisms have been used
in conversational agents throughout the years?" For the systematic part the sub-question is
"Which modern conversational agent techniques are prevalent for behaviour change therapy?"

2 Research Method

The process for selection for literature of the systematic part is illustrated in the PRISMA
diagram in Figure 1. After initial research, the criteria for the literature to be selected were
decided. All references included were written in English and published after 2011, as the focus
for the systematic part of the paper was modern conversational agents. When the final query
was made for the database search, a manual screening of the records was performed. The
records were equally divided among researchers for this, without duplication. Based on the title
and the abstract of a record it was tested on the following criteria: Mentions Conversational
Agents (following the definition in section 1), lies within the health domain for humans and
must include a technical approach. If a record’s title or abstract did not meet one or more
of those criteria the record was excluded in this step. This reduced the number of records
to 93, after which they were divided among the researchers in such manner that each record
would be reviewed by exactly two researchers. Next, every researcher labeled the records for
inclusion (or exclusion) after a full text study. There were four reasons for which records would
be excluded from further research: no conversational agent had been used, not applicable to
behaviour change for humans, full text not available, a lack of technical details. A full overview
of excluded records with their reason can be found in appendix A.2, Table 3. Since the labeling
by the researchers took place separately and blind, the correlation between researchers indicates
agreement and reproducible results. The average agreement correlation between researchers was
0.84, ranging from 0.77 to 0.90. The remaining papers were included in the systematic part. In
the case of disagreement between researches the arguments for exclusion were discussed until
agreement was reached. Depending on whether it concerns a specific implementation it was
included in either Table 1 or Table 2.

For the narrative part, a less systematic approach was taken. Based on literature discovered
in the database search and specific searches in Scopus the appropriate literature was selected.
Based on these sources the overview of mechanisms in conversational agents applied in health
care was written.



3 Narrative Part — A comparison of the mechanisms used in conversa-
tional agents in health care throughout the years

Affective computing is an emerging discipline in the field of computer science and the imple-
mentation of active computer support in healthcare has gained momentum in recent years [1].
This has not always been the case as both technology and society had to mature in order to
create an environment where conversational agents are ready to assist or even replace healthcare
professionals. This section will give an overview of the developments in technology that enabled
conversational agents to reach the point they are at today. Furthermore, it will highlight some
crucial advancements that stood at the forefront of mechanisms that are vital to BCSSs.

3.1 Pattern Matching

In 1968, pattern matching became popular due to the usage of regular expressions within a
text editor [2]. Pattern matching is a very efficient way of programmatically editing a text or
string. Originally pattern matching worked by constructing a Finite State Machine (FSM) from
the keywords, and then using the FSM to process the text string in a single pass [3]. When the
more advanced tree-based pattern matching algorithm was invented, it gave a big boost to the
versatility and effective use of pattern matching [4]. This technological progress has been used
to quickly and in real-time edit relatively big amounts of text data. Retrieval-based BCCSs, see
Section 3.3, make use of pattern matching to understand the response or questions from the
patients, and they can be used to edit and personalize the responses to the patient [5].

3.2 Rule-based and AIML

ELIZA by Jospeh Weizenbaum [6] is widely regarded as the first ever conversational agent. It
uses pattern matching to mimic human conversation and is rule-based. It has typical Rogerian
therapist-like responses since it was designed to be perceived as a real doctor [7]. Eliza works
as follows: it has certain predefined rules that are triggered by keywords. If a certain keyword
is found, with pattern matching, it will transform the input to a response. Rule-based systems
are common and relatively simple to develop because they primarily make use of a finite state
machine.

Artificial Intelligence Markup Language (AIML) is an useful tool for creating a rule-based
conversational agent with pattern matching. It is an important development, as it provides
a foundation for many natural language software agents. It consists of categories that can
be considered as the knowledge base of a system, a category also has pattern and template
elements. When a pattern is matched on the input provided by the user, the appropriate
template is used and transformed as output by the system. AIML formed the basis for A.L.I.C.E.
(Artificial Linguistic Internet Computer Entity). A.L.I.C.E. [8] is a conversational agent that
has won multiple Loebner prizes (2000, 2001 and 2004)[9]. It is an instantiation of AIML
with more that 40.000 categories. A.L.I.C.E. falls in the category of supervised learning, since
a "botmaster" can add new categories to change the behaviour of the CA. A.L.1.C.E. also
formed the basis for Pandorabots, a server sided AIML interpreter that can be used to deploy
conversational agents [8].



3.3 Retrieval-based versus Generative-based

Retrieval-based and generative-based BCCSs use different ways of determining the dialogue
response to the patient. Retrieval-based conversational agents require many hand written
rules or big sets of hand labeled data (corpus) to become effective. This method is relatively
easy to develop because it consists of creating pattern matching rules to form a finite state
machine. But this method is also time-consuming because the rules and the corpus need to be
hand edited. Most current conversational agents use retrieval-based methods combined with a
markup language like AIML[10] or ECML[11]. Partially observable Markov decision processes
are often used to learn optimal dialog policies for the dialogue manager [12].

More modern conversational agents use the generative-based method. This approach is more
difficult to develop but it promises a better end-result [13]. Deep learning and reinforcement
learning are effective learning solutions for creating the dialogue manager of conversational
agents, even when there are no hand written rules or hand labeled training data [13].

Reinforcement learning is an useful tool for creating a generative-based conversational agent,
more on this can be found in Section 3.6.2.

3.4 Mental Models

While ELIZA was designed to be a therapist, PARRY (1971) [14] simulated a patient (a person
suffering from paranoid schizophrenia). While both are rule-based, PARRY has one major
advantage compared to ELIZA, it has a mental model, meaning that it has affective variables
that simulate a state of mind for the program. This also made it possible for PARRY to have
conversational strategies. Even though this is being debated, PARRY was the first CA to pass
the Turing test [15].

3.5 Input Recognition

The patient’s input to the conversational agent will be processed by a recognizer. Often this will
be done through a Natural Language Interface. Natural Language Interfaces are key to creating
a conversational agent that mimics a human psychotherapist. Immersion and effectiveness of
the therapy will increase if patients can communicate with their voice and facial expressions as
opposed to using a text-only interface [16]. The input from the patient will not only consist
of the sentences, but will also contain possible emotional features observed through speech
or facial expressions. The subsections below describe the various techniques used and their
disadvantages and advantages.

3.5.1 Text Input

For some conversational agents text processing is relatively easy because the patient only has
a few options to choose from [17]. This allows the conversational agent to fully understand all
responses and optimally utilize them to improve the therapy. The big disadvantage with this is
that the patient interaction is low. The patient only has a handful of options to choose from,
and has no way to express himself with their own sentences. This causes the conversational
agent to have limited emotional awareness of the patient.
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The more advanced and state-of-the-art conversational agents enable the patients to type
their own sentences as a response to the conversational agents questions. Some conversational
agents enable a full two-sided conversation by allowing the patient and conversational agent
to both ask questions to each other [18]. When the patient is able to formulate their own
sentences they can fully express themselves instead of having to choose from a few options.
This enables the patient to give more personal and emotional responses. The big challenge
with this technique is how the conversational agent is able to understand the sentences from
the patient. This is often done through Natural Language processing and is a complicated but
promising technique that will be discussed later in this paper.

3.5.2 Speech Input

Speech processing is a natural way to communicate for humans and is thus a very efficient way of
enabling the patient to easily and naturally communicate with the conversational agent. Patients
are most of the time not confined to certain voice commands but can freely formulate sentences
that they want to say. A big advantage with using speech as a medium to communicate is
that it is inherently multidimensional. The meaning of the spoken sentence is not only the
pronounced words, but also the various emotional features that can be extracted with Artificial
Intelligence [19]. Of course, there will be a problem with speech recognition if the patient is
slurring his words or has a dialect. Having problems with the speech recognition could cause
problems with the immersion of the patient if the conversational agent does not understand the
patient.

3.5.3 Facial Expressions

The affective state of a patient can be marginally determined based on speech processing. But
human emotion is best visible by observing facial expressions [20]. Facial Expression Recognition
is a very promising technique for efficiently and reliably monitoring the affective state of the
patient. An important prerequisite for reliable facial expressions is the visibility of the face of the
patient. This can often be obstructed by hands, looking the other way or glasses/beards. The
processing of the facial expressions is often done with machine learning classification techniques.

3.6 Artificial Intelligence Usage

In this paper, Artificial Intelligence is defined as an algorithm that learns, improves or revises
itself with a predetermined goal. Common IF statements or other established rules for decision
making that are programmed by the developers do not fall under our definition of Artificial
Intelligence. This section will describe and explain the various Artificial Intelligence techniques
that have been used for BCCSs in the researched papers. The big advantage of using these
techniques is that irregular, multidimensional data can be processed more reliably than with
classic programming techniques.



3.6.1 Modeling Affective State

BCCSs show promising results for behaviour change therapy when the conversational agent can
model the affective state and thus understand the patient better [16]. Modeling the affective
state is done by using a combination of analyzing the input text, spoken voice and facial
expressions. This data is hard to model with traditional programming so Artificial Intelligence
is a promising technique and the various aspects will be discussed in the next section.

A Random Forest Classifier is a machine learning technique that works especially well with
a multidimensional dataset because it uses hyperplanes to classify the various features of the
data points. Automatically classifying the facial expression of a human is a promising usage of
random forest classifiers to extract the emotion from the geometrical facial features from the
patient as shown in [19].

A Dynamic Bayesian Network that uses a Hidden Markov model is a valid way to model the
affective state of a patient [19]. This model can be used to gradually evolve from one dialog
step to the next one and is able to simulate probabilistic reasoning and uncertainties that often
occur within real world data. Dynamic Bayesian Networks can also be effectively used to reason
and track hidden user goals [18].

3.6.2 Reinforcement Learning

Reinforcement learning provides robustness against typing errors and speech recognition errors
in noisy environments, and it also reduces the cost of creating the hand written, often complex,
rule-based dialogue managers. Experiments show that Reinforcement Learning outperforms the
handwritten rule-based dialogue approach [21].

Modern conversational agents that use reinforcement learning make use of partially observ-
able Markov decision processes, more information about this in Section 3.6.4.

Development of a reinforcement learning dialogue manager needs a hand-crafted reward
function and a large dialogue corpus. This dialogue corpus can be collected in a relatively
efficient way by letting a group of people, or a group of conversational agents converse in a
so-called 'Wizard-of-Oz" experiment [22]. This is, of course, a disputable way of creating the
corpus because the reward function cannot take into account the emotional state of the patient
as it is very difficult to create honest reward signals from human users. After the dialogue corpus
is created, both the reward function and the dialogue corpus will go in the dialogue manager
which uses reinforcement learning to create and optimize a policy to reach the end-goal.

Reinforcement learning will optimize the conversational agent by tweaking the various pa-
rameters from the dialogue model used by the dialogue manager [23]. This allows the con-
versational agent to find the most effective way to function, allowing for better model than
rule-based systems.

3.6.3 Natural Language Processing

Natural Language Processing is the science of enabling computers to understand the natural
human language. This is traditionally very hard to do because the human language has many
of nuances and exceptions to various rules. Throughout history, many researchers tried to



manually model the human language with hard coding rules about the grammar and sentence
structures [24]. This works well for computer languages but was not effective for natural
languages because it is not robust to the variation, nuances and exceptions humans use in
their language. The statistical revolution in the 1980s and 1990s has changed the relationship
between linguistics and computational languages significantly [25]. This revolution was the
start of using probabilistic models and Bayesian techniques for Natural Language Processing.

Probabilistic models and Bayesian techniques are part of Machine Learning. These tech-
niques allows the computer program to reason about the natural language in soft, probabilistic
decisions instead of hard values. Hard values allow for a yes or a no. Soft decisions allow for a
multitude if different responses with each having their own relative certainty. The disadvantages
and advantages are well explained in [4]. The biggest advantage is that machine learning based
natural language processing techniques will get more accurate by with more input data as this
allows developers to improve the system with a relatively low effort. This technique also works
better than hand-crafted rules on unfamiliar input (words that have not yet been seen) and
erroneous input (words that are misspelled). There are many different techniques that have
been used for natural language processing and the field is still improving at a rapid pace.

3.6.4 Markov Decision Process

In 1960, Ronald A. Howard published "Dynamic Programming and Markov Processes" [26]. It
mathematically describes a way for computers to make choices and is used in many fields. One
of the properties of a Markov Decision Process (MDP) is that it can be solved by both linear
and dynamic programming. For conversational agents it is often used to generate responses in
a natural language generator where it can form appropriate responses by deciding on the next
word in a sentence [27]. Versions of MDSs such as Fuzzy Markov decision processes (FMDPs),
Reinforcement learning and partially observable Markov decision process (POMDP) are also
commonly used in conversational agents [21].

4 Systematic Part — Comparing the mechanisms used in state-of-the-art
conversational agents

Recent CA-based BCSS applications have different implementations for certain submodules,
while their general architecture is similar. These BCSSs are compared to analyze their similarities
and differences. The implementations are listed in Table 1 to give a general overview of the
different design choices. First, what stands out is described, then specific features are discussed
in detail. Recent models without concrete implementations offering various improvements for
BCSSs are listed and compared in Table 2.

4.1 Existing Implementations
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Al-Taee, 2013 28] IMS % v o/ v R PHP v R
Alencar, 2014 [29] cb v v v v /7 W PHP v R
Amini, 2013 [20] M v v v v v v v PC v G
Beun, 2016 [17] PS v v 4 M ECML v R
Beun, 2017 (] D v v V M ECML v R
De Carolis, 2017 [19] CD o/ v v v R v R RFC
Fonfara, 2014 [18] v v v R v G BN
Hartanto, 2016 [30] E » V/ v v v v VR C# v R
Kamphorst, 2014  [31] COMBI v v W, M v G
Kanaoka, 2015 [32] Ml v v v R v G
Kavakli, 2012 [33] CT v o /7 PC v G
Klaassen, 2013 [34] MBF v v * BML v R
Li, 2016 [35] ES Vv v  / / / R C v R
Lisetti, 2012 [36] MI  / v v v/ v/ PC NET v G
Lisetti, 2013 [37] BMI v v v v v PC v G
Ranjbartabar, 2016 [38]  EFT v v v v v PC C# Vv R
Yasavur, 2013 [23] MI /7 v v/ PC v G RL
Yasavur, 2014 [39] Bl /7 v v v v PC v G RL

Table 1: Characteristics of 18 recent CA-based BCSS's

Behaviour Change Technique

IMS Information-Motivation-Strategy

CD Collaborative Dialog
MI Motivational Interviewing
E Experience Based

COMBI Combination of different models

CT Coping Theory

MBF Monitored Based Feedback

ES Empathizing-Systemizing

BMF Brief Motivational Interventions

Bl Brief Interventions

Columns Clarification

Platform

R Robot

W Web

PC Personal Computer

M Mobile Phone Application
VR Virtual Reality

* Cross-platform

Artificial Intelligence

RFC Random Forest Classifier
BN Bayesian Networks

RL Reinforcement Learning

Input
7

< Utilizes text input, but not
for the dialogue.

Animated The CA shows it's own emotional state when interacting with the patient.
Embodied The CA has a digitally rendered avatar or real world robot that interacts with the patient.
Affective Feedback The CA will react and take into account the emotional states of the patient to

optimize the behaviour therapy.

Stateful Agent maintains information about history used for future answer generation.
Generated Answers are selected from a set of predefined answer sentences.
Retrieved A decision process is used to compose the answer sentences.



4.1.1 General Observations

While analyzing the table, several interesting properties are noteworthy. Three authors are
re-occurring, they improved upon an earlier developed system but do not state this explicitly.
[17] first focuses on the implementations of persuasive strategies for insomnia in a mobile e-
coaching system. Later in [5] the earlier approach was generalized. A user interface paradigm
is developed for automated e-coaching that can be used for different coaching processes. [36]
developed an embodied avatar and a simple BCSS for motivational interviewing and used this
in [37] where a extensive CA-based BCSSs was developed. The system developed in [23] was
text-only and mainly focused on implementing a suitable reinforcement learning model to train
the agent. [40] improved upon the earlier approach by including a speech-recognizer and spoken
system output.

There is a great variety in used behaviour change technique. Most systems are embodied
CAs and most systems support affective feedback.

4.1.2 Input Recognition

The way the system gets information from the user, whether it is direct dialogue or secondary
information varies per system. From the systems reviewed, it is clear that there are two main
approaches, text and speech. There is slight preference for speech input over text input, which
can be explained by the type of system. If a system outputs the dialogue as speech, and
takes speech as input it mimics a conversation one might have with a therapist [37]. Another
factor is that embodied robots all have speech recognition. Systems that do use text input for
the dialogue do not focus on mimicking a conversation with a therapist but rather short text
exchanges from an e-coach [31, 34]. There are two systems that take both text and speech
input, [30] and [28]. It should be noted that the text input they take is not a part of the
dialogue, but offers the subject the opportunity to enter data before or after a conversation.
A system with a unique approach is described in [37]. The subject is presented with multiple
choice options and then the system evaluates the facial expression and the answer to decide
on the next step in the treatment. Looking at the combination of text-only input and output
results in 4 systems, so a minority of the systems is completely text-based.

4.1.3 Output Generation

There are different ways a CA can return an output to the user. From the table, it becomes
clear that embodied agents that respond to users with speech are by far the most popular.
Text and speech are almost mutually exclusive. This leads to a categorization with 3 main
categories: text-based, embodied, and embodied with affective feedback. All of these require
varying ways to generate this output which will be explained in this section.

Text generation

From the selected systems that give feedback to the user via text only 2 out of 9 use generative
models. The strong preference for retrieval-based systems can be explained by looking at the
advantages of such systems. Retrieval-based systems cannot make mistakes in constructing



sentences as all sentences are predefined. Also, domain is important to consider here. Since all
systems deal with behaviour change and a specification on top of that, the domain in which
the CAs operate is closed and predefined. This makes a retrieval-based system viable. For
a generative system to operate in a closed domain, it requires access to a domain-specific
knowledge-base [41]. One of the generative-based systems [20] has a dialog module that con-
sists of 3 main components: An utterance planning module that forms sentences that lead to a
planned goal (using various sub goals), psychometric instruments, which can be described as a
collection of questions and interaction that can fulfill sub-goals, and a score evaluator used for
both the motivational interviewing part and checking for the fulfillment of the goals set by the
utterance planning module. A more common technique for communicating with the subject is
speech. This can be explained because most systems are generating the dialogues text-based
and then use Text to Speech (TTS) software to output them as speech [29].

Embodied

While text input/output is enough to be considered a CA, this is not the most effective way to
approach behaviour change. In Lisetti [16] key features for designing CAs in a therapy setting
are identified. Most of these features cannot be conveyed through text alone. Embodied agents
can convey these features to a varying degree. The importance of this is also reflected in Table
1 as all but four systems use a form of embodied output. Many systems take this extra step
and create an animated avatar to portray the conversational agent. This underlines the main
key feature of a BCSS mentioned by [16]: a human face as interface. Animating the avatar is
commonly done by adding animation cues to the speech generator to illustrate the sentiment
of a certain text [33]. The quality of this can be improved by synchronizing the lip movements
of the avatar to the text, as described in [20]. The platform seems to be an important factor
in deciding whether an animation is a suitable choice. Only CAs that are accessed via a PC (or
a web interface) have an animated avatar.

Systems that do not incorporate an animated avatar but have an embodied implementation
are robots. These are very effective in situations where the need for a more empathetic approach
is high [19]. It is worth noting that all the robot-based systems used off-the-shelf robots. A
way for animation-based and robot-based systems to improve the empathetic behaviour is to
use affective feedback. A small majority of the systems discussed use it, but have very different
approaches to it. The workings can be generalized as the system identifying the emotional state
of the subject and/or the dialogue and then communicating signals of an appropriate emotional
response back to the subject. Especially relevant is [35] as recognizing and responding to the
emotional state of the subject is a key factor in the behaviour of the robot. A very detailed
example of an implementation is given in [20]. Especially noteworthy is [30], a virtual reality
system. This goes further than just an animated avatar as it emerges the subject in a virtual
situation where also the surroundings are adjusted. A method of affective feedback here is the
Anxiety feedback loop. This feedback loop works by frequently checking the current anxiety
levels of the patient and changing the virtual reality environment to control the anxiety levels
of the patient. This study had many technical difficulties but the immersion offered by this
system, and the compatibility with earlier developed methodologies for BCSS make this a very
promising approach.
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4.1.4 Technical Details

Although some applications are developed for robots or VR, most are developed to use on com-
mon customer hardware like PCs and smartphones to make the support system easily accessible
for the test group. This is presumably because, for example, robots and VR technologies are
not yet fully developed and ready for mainstream use.

Only half of the papers provide details about the used programming language(s). Among the
ones providing this information different programming languages are used. The vast majority
uses a high level programming language like C# and PHP. Some approaches use mostly custom
written code like [37], while others mainly make use of existing frameworks [29].

All reviewed implementations are stateful, making the CA take into account the dialogue
history. Earlier approaches such as [7] did not maintain state information.

Out of the 18 papers, 10 use a generated answer system, the other 8 use a retrieval-based
system. There seems to be a slight preference towards generated systems, probably because
these systems contribute to a more natural dialogue. Retrieval systems are still popular because
they are generally easy to implement and do not need intensive training and parameter tweaking.

Only 4 approaches use Al. As Al usage has gained popularity in various systems the last
years, it is remarkable that only a few systems use Al.

4.2 Novel Approaches

Several approaches try to improve CA-based BCSSs. These approaches are mostly models
without a concrete implementation or systems not suitable to be placed in Table 1 because
of the lack of information. The different approaches are listed in Table 2 with a summary,
important technical details, and the papers main contribution. This table is analyzed with
regard to the aforementioned criteria.

4.2.1 General Observations

The reviewed papers show various approaches to improve CA-based BCSSs, i.e. they focus on
different aspects of the system or they create a model for a specific problem. Some models focus
on optimizing the dialog by improving the CAs in multiple ways: increase the credibility, ability
to explain, ability to detect and express emotions. Other approaches aim to improve aspects
such as increasing the employability of CAs, accurately tracking user progress, determining
when to intervene in a learning process. Approaches like [22] generalize the scope by including
multi-topic support, while approaches like [42] specify the scope by making custom models
around a specific disorder. The majority does not do either and the improved part does not
affect the CAs scope.

4.2.2 Technical Details

Some approaches are discrete and deterministic while others are interconnected and probabilis-
tic, generally including more mathematical modelling. Examples of the first type are [43], where
a strict predefined grammar is used and [44], which uses predicate logic to reason. Examples
of the second type are [45] and [42] both using detailed probabilistic mathematical models.
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The models of [22] and [39] can both be visualized as a graphs. [22] models the user and
system states as nodes and their interaction as transitions. [39] models nodes as questions and
answers as transitions between questions.

Only 3 out of the 11 approaches state the usage of Al to improve the CA.
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Author Ref.  Summary Technical Details Main Contribution
Fitrianie, [11] Proposal of E-Coach Markup Language Modular XML structure. Low computation Creating a stan-
2015 (ECML). Using a standard XML specification overhead so it works well on mobile devices. dard for dialogue
to define the interaction model between the scripting
coach and the patient on a fine-grained level.
Goldberg, [46] Military study to model the perception, be- Adaptive training on big data with artifi- Combination of
2015 haviours and judgment of expert human cial intelligence and accessible on mobile state-of-the-art
coaches and to support practical and effec- devices. techniques in a
tive learning that is guided by computer-based single package for
agents. maximum effective-
ness
Harbers, [44] Studies two theory of mind models to model Uses 2APL, a language comparable to Pro-  Improve the agent's
2012 CAs with a theory of mind. A theory of mind log, to implement both models. believability and
helps the CA to ascribe concepts like knowl- ability to explain
edge and intentions to others.
Hunter, [45] This approach models an asymmetric dialogue,  Uses custom mathematical model for sys- Improve user model,
2015 meaning that only the system presents argu- tem, including models for asymmetric dia- determine optimal
ments. The system maintains a model of the logues and probabilistic user models. dialogue decisions
user, including the users possible arguments by doing so
believed by the user, to determine which new
arguments to present.
Medina-  [47] This model tracks user progress in, possibly A user state is modeled and has user and Track user progress
Medina, related, tasks. Progressions between user states a goal objective with certain partial objec-
2016 forms the knowledge basis for the CA. tives. The progression of a certain partial
objective is modeled using a progression
line with a progression state based on dif-
ferent state transitions.
Menendez [48] Model of CA with an emotional state, this Performs deep linguistic analysis on the Detect emotions
2014 state changes based on input data. Using a input sentences. Uses a combination of in input, express
specific text generator the emotional state is Granular Linguistic Model of Phenomena emotion in output
expressed in the meaning of the output sen- and Fuzzy Finite State Machine models to
tences. simulate the agents emotion.
Mitchell, [49] Describes a model to precisely determine the Uses an MDP framework to learn an in- Determine interven-
2013 moment when to intervene in a learning pro- tervention policy, where current student tion moment in a
cess. Students program a small application and  action, task trajectory and last action are learning process
are interrupted at certain moments by a tex- the categories of states.
tual CA. Student actions of adjusting the code
or asking the CA are evaluated in the decision
process.
Ophir, [43] Model aims to teach a robot how to control A Bacchus-Naur Form denoted grammar is Detecting and clas-
2015 people by recognizing their thoughts. Uses defined to specifically generate so-called ex-  sifying disordered
cognitive behavioral therapy theory to detect treme terms to detect disordered thoughts. thoughts
disordered thoughts in natural language.
Procee, [42] Presents an agent based model of the pro- Uses a greedy like algorithm to compute Understanding user
2014 crastination disorder. The model is specifically  the procrastination behaviour of an individ-  behaviour
designed around the various aspects of pro- ual. Contains utility- and priority functions
crastination, and their positive or negative to specifically model procrastination be-
influence on tasks, personal- and other factors.  haviour. Model is implemented in MatLab.
Ren, [22] Modelling both the user and the system as a The Dialog Manager can be visualized as a Improves affective
2015 finite state machine (FSM) results in a two fi- ~ TFSM, nodes are states in which the sys- interaction
nite state machine design (TFSM). The model  tem or user makes a decision, edges are ac-
aims to improve affective interaction and sup- tions between states. There is a distinction
ports multi-topic conversations. between inner- and inter-FSM transitions to
track the TFSM state.
Yasavur, [39] Model to easily input CA-based health as- Dialog manager can be visualized as a Increases employa-
2014 sessments. By specifying questions and their graph, nodes are the questions, edges are bility of CAs

relations a spoken CA can take assessments.

the answer keys between questions. Uses a
POMDP (reinforcement learning) to make
decisions.

Table 2: Overview of recent approaches to improve CA-based BCSS's



5 Discussion

In general, the improvements of the different implementations and models are fragmented. Most
approaches enhance only a single aspect leaving the other parts intact. Approaches combining
or using previous work, like [46], are rare, resulting in a variety of single-point improvement
approaches. It is remarkable to see that research in this field generally does not attempt to
take into account earlier approaches.

A standard for writing textual CA dialogues, AIML, exists, but a standard for affective feedback
is missing and is desirable to have. The lack of this standard results in researchers solving the
same problem anew instead of investing time in new research. A general format to use different
therapies on the same system would be another desirable improvement, [37] makes an attempt
to accomplish this.

The possibilities of smartphones, smartwatches and activity trackers are not sufficiently utilized.
A CA could use the information from the different sensors available to learn and plan, and these
devices can be used to intervene the user when needed.

As the usage of Al techniques gained popularity in recent computer systems, the implemented
approaches lack Al usage in general. More Al techniques to train the dialog manager and detect
emotions in text and face, would make the CA more intelligent and believable.

As this review studies papers from different fields including, but not limited to: Computer
Science, Psychology and Healthcare, certain aspects of the research may be heavily dependent
on the background of the researchers. This results in different choices for the systems design.
The expertise in certain aspects of the system differs per field.

6 Limitations of this study

Since we had a restricted amount of time and people available for this research, we limited
ourselves to only one source for our literature selection. While we could have included sources
other than Elsevier's Scopus, we felt that would mostly complicate matters and we already had
a good amount of quality results. Furthermore we focused on the technical details of chat bots
for behaviour change while literature on that subject focuses on the application, rather than
the technical details. Combined with the fact that a conversational agent for behaviour change
does not differ that much from a normal conversational agent on an technical level made it
difficult to find detailed information on certain systems for our systematic part. Any comparison
of systems that is not exhaustive of course has to be taken as is with it limitations. Another
limitation of this study is our self-imposed filter criteria of excluding papers from before 2011,
as we felt that a (broad) 5 years is reasonable for the speed at which the field of conversational
agents moves to label it as modern.

7 Conclusion

In general, standards are missing for the encoding of affective feedback and different therapies.
Most approaches are single-point improvements for the system, without taking into account
earlier approaches. While single-point improvements are welcome and well-designed, the true
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strength lies in combining these approaches. For example [46] is a promising paper that com-
bines adaptive training, big data, point of need training and Artificial Intelligence in one single
package. This is a paper from the industry and it shows very well what can be accomplished
if we combine multiple research papers. Another very promising paper is [19], this paper uses
various recent technological advancements for a very positive end result. The paper uses a
physical robot, affective feedback based on modeling the state of mind of the user, artificial
intelligence for recognizing emotion in speech and facial expressions, and natural language pro-
cessing. To conclude, BCCSs have shown great improvement over the past few years, but the
true strength will lie in introducing industry standards and combining technological advance-
ments to efficiently develop effective systems in the future.
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Appendices

A - Research Method

A.1 PRISMA statement

)

Eligibility Screening Identification

Included

PRISMA 2009 Flow Diagram

Records identified through Additional records identified
database searching through other sources
(n= 295} (n=0)
¥ ¥

Records after duplicates removed

(n= 293)
¥
Records screened Records excluded
(n=193) " (n= 200)
¥
Full-text articles assessed Full-text articles excluded,
for eligibility > with reasons
(n= 29) (n= 64)
l Y
Studies included in Studies included in
guantitative synthesis qualitative synthesis
(meta-analysis) (Table 2)
(n=18) (n= 11)

Figure 1: Prisma Statement

20




A.2 Excluded literature

Author, year Ref. Reason Author, year Ref. Reason Comment
Garcia, 2017 [50] 1 Nooitgedagt, 2017 [82] 3
Ghayoumi, 2016 1] 1 Ong, 2016 83 3
Manuvinakurike, 2013 [52] 1 Pantic, 2016 [84] 3
Manuvinakurike, 2014 [53] 1 Riccardi, 2014 [85] 3
Formolo, 2017 [54] 2 Ring, 2015 [86] 3
Gulenko, 2014 [55] 2 Rutjes, 2016 [87] 3
Jones, 2014 [56] 2 Scholten, 2016 [88] 3
Leu, 2014 [57] 2 Simons, 2012 [89] 3
Litman, 2014 [58] 2 Berkel, 2013 [90] 3
Lorenz, 2016 [59] 2 Zwaan, 2012 [91] 3
Ochs, 2012 [60] 2 Whalon, 2015 [92] 3
Rieser, 2014 [61] 2 Yoshii, 2014 93] 3
Thomason, 2013 [62] 2 Gnjatovic, 2014 [04] 4
Tikka, 2017 63 2 Han, 2015 [95] 4
Valstar, 2016 [64] 2 Joo, 2016 [96] 4
Zhang, 2016 [65] 2 Shamekhi, 2017 [97] 4
Beun, 2012 [66] 3 Wang, 2016 [08] 4
Birnbaum, 2016 [67] 3 Pisica, 2015 [99] 1.2
Boratto, 2017 [68] 3 Spanakis, 2017 [100] 1,2
Celikyilmaz, 2014 [69] 3 Spaulding, 2016 [101] 1,2
Creed, 2012 [70] 3 Wils, 2016 [102] 1,2
Ebert, 2016 [71] 3 Yasavur, 2012 [103] 1,2
Barakova, 2015 [72] 3 Bevil, 2016b [104] 1,3
reczek, 2013 [73] 3 Burton, 2016 [105] 1,3
Kamphorst, 2017 [74] 3 D'Alfonso, 2017 [106] 1,3
Kennedy, 2012 [75] 3 Zuckerman, 2015 [107] 1,3
Kreps, 2013 [76] 3 Carneiro, 2015 [108] 2,3
Kulyk, 2014 [77] 3 Kinzel, 2012 [109] 2,3 Text in Portuguese
Hartanto 2015a [78] 3 Ren, 2016 [110] 2,3
Henkel, 2016 [79] 3 Ren, 2014 [111] 2,3
Lehto, 2013 [80] 3 Aranyi, 2016 [112] 1,23
LeRouge, 2016 [81] 3 Bevil, 2016a [113] 1,23

Table 3: Reasons for exclusion of rejected papers

Reason Clasiffication

1 The record does not utilize a CA (that matches our definition).
2 The record does not operate in the domain of human behaviour change.
3 The record contains an insufficient amount of technical detail.

4 The full text of this record could not be obtained
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